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Welcome to your 
ANS managed 
service.

Hi, I’m Steve Breen, Head of Managed 
Services and along with my team,  
I’ll be taking responsibility for overseeing 
the successful management of your 
managed service.

We’re committed to providing you with world-class expertise 
throughout your engagement with us. ANS is made up of a  
diverse range of people, each with an incredibly rich set of 
specific skills that we believe you should benefit from, regardless 
of your project. 

To make this possible, we’ve broken down the barriers between 
the technical teams at ANS to develop a skills and knowledge 
share system, known as our Cloud Centre of Excellence (CCOE).



Within the CCOE, people from technical teams across ANS 
work across a common set of standards and principles 
so that you benefit from an incredibly broad range of 
expertise from your first engagement with us, right through 
to managing your service. Our CCOE operates on 2-week 
rotational sprints giving you the opportunity to benefit from 
additional expertise, you may otherwise not have had chance 
to tap into. 

Your IT environment is super important to us and we want 
to keep you in the loop every step of the way. This handbook 
details everything you need to know, from working processes 
and procedures, through to definitions of the terms we use 
to deliver your managed service (we use a lot of them so 
you might want to refer to the glossary at the back of this 
handbook to swat up!).



Need to  
get hold  
of us?

ANS GLASS Portal & mobile app  

glass.ans.co.uk

Phone  

For general enquiries please call 03330 163 600   

To contact the service desk call 0333 0142 999

Service Hours 

Our normal business hours are 09:00 - 17:30  

Monday to Friday (excluding bank holidays)

Our service desk is manned 24 x 7 x 365



Our  
Services. 
Our suite of managed services is designed to ensure 
you get the most out of your ANS service.

We pride ourselves on delivering efficient and reliable IT 
operations giving you a cost-effective, skilled and pro-active 
approach to management.

We have over 175 UK-based technical experts which are only  
ever a phone call away, ready to unleash their technical expertise, 
governance management and reporting to help you increase 
operational value.

Over 300 customers ranging from household brands to 
major government departments all rely on ANS to provide an 
unbeatable 24x7x365 managed service.



Managed cloud
Allowing you to get the most out of your public 
cloud investment. 

Our UK based advisory services, technical expertise, 
governance management and reporting will increase your 
operational value, whilst our financial insights and automation 
will help you to maximise value from your cloud environment. 
ANS Managed Cloud operates across 4 key domains: expert 
access, technical operations, financial insight and security  
and governance.

Each domain provides several core services to increase 
technical, financial and operational efficiency so you can focus 
on innovation and driving your business forward, while we take 
care of optimising your cloud environment.

Managed connectivity
Providing proactive management of your site, 
cloud and perimeter security connectivity. 

Using our bespoke management tooling, the service provides 
fast and efficient processing of all alerts. Operating proactively, 
the service acts as a warning mechanism to avoid any critical 
connectivity issues. It also reduces the mean time to resolution 
by allowing analysts to see everything through a single pane 
of glass. The service also provides visibility and lifecycle 
management of all hardware, software and service functions 
deployed as part of the end to end delivery. 



Threat management
Threat Management-as-a-Service combines 
cloud -based software and innovative analytics to 
assess, detect and block threats to applications 
and other workloads.

We help you achieve compliance requirements whilst defending 
against a broad range of server-side threats. By using Alert 
Logic SaaS threat management, alongside ANS technical 
experts, we deliver better cloud and web application protection, 
reducing your risk of adopting cloud whilst accelerating the 
growth of your business.

Managed data platforms
Providing a set of technical services focused 
on delivering maintenance and support across 
modern cloud-based data platforms and services

Enterprise data platforms require continuing maintenance and 
administration to ensure service levels, security and governance, 
performance and consumption costs remain optimum. This 
service aims to increase data platform efficiency using analysis, 
best practice adoption and implementation of strategic 
process improvement (changes) during both development and 
production cycles.



Managed business applications
A structured proactive support program delivered 
by our Business Apps gurus in order to ensure your 
success with CRM.

The program addresses the key areas critical to long-term 
realisation of your business outcomes.  This includes regular 
health checks with your customer success manager and an 
annual executive review, online resources, upgrade assurance, 
certification-level training programs, how to questions, P1-P4 
support with SLA’s, in addition to access to Microsoft’s Premier 
technical support to ensure that your CRM solution is evolving 
and delivering value.

Managed power platform
A set of technical services focused on delivering 
support for the Power Platform tenant.

The Power Platform SAAS product is constantly evolving,  
this service aims to deliver enterprise level guidance and s 
upport within best practice protocols to ensure that your  
Power Platform is optimally managed, resourced and utilised, 
to ensure that Power Platform continues to meet the growing 
demands of business.



DevOps management
Providing support across the full DevOps  
lifecycle, including support for the Infrastructure 
as Code templates.

We’ll help you with the integration of the ecosystem, best 
practice release management and governance policies with 
extensive support capability across Azure DevOps, AWS 
CodePipeline, Jenkins, Terraform, GitHub and Kubernetes.

Monitoring as a service
Monitoring your devices.

It provides fast and efficient processing of all alerts. Operating 
proactively, the service acts as a warning mechanism to avoid 
any major disasters. It also reduces the mean time to resolution 
by allowing engineers to see everything through a pane of glass.

Managed firewalls
Proactive management of your cloud hosted 
Firewalls removing the administrative overhead 
on IT operations to ensure your systems  
remain compliant and secure.

The Firewall service will give you an enterprise level Firewalling 
capability with access to Forti-Gate and Azure qualified experts, 
proactive management and change delivery throughout the 
service life-time.



Managed patching
Proactive management of your patching 
requirements. 

This removes the administrative overhead on IT operations to 
ensure your systems remain compliant and secure. The service 
includes detection and delivery, for your network and platform 
endpoints to ensure your systems are up to date with the latest 
security patches on a 4 week patch rotation cycle.

Managed operating system
Providing you with a high standard of proactive 
maintenance and administration to ensure service 
levels and overall stability of your platform  
and applications.

As well as providing you with an enterprise level OS service,  
we will provide 24/7 support and build workflows/runbooks 
to help resolve any issues with the environment, incident and 
change management relating to operating system issues  
& requests and patch management. 

Managed DBA
A set of technical services focused on delivering 
SQL DBA support.

Enterprise database ownership requires a high standard of 
maintenance and administration to ensure service levels, long 
term durability as well as flexibility during periods of growth and 
change. This service aims to increase database efficiency using 
analysis, best practice adoption and implementation of strategic 
process improvement (changes) during both development and 
production cycles.



Managed anti-virus
Protection aimed at server workloads.

Enterprise database ownership requires a high standard of 
maintenance and administration to ensure service levels, long 
term durability as well as flexibility during periods of growth 
and change. This DBA service will increase database efficiency 
through means of analysis, best practice adoption and 
implementation of strategic process improvement during both 
development and production cycles.

Managed backup
Set of technical services focused on Data 
Protection support.

Enterprise backup ownership requires a high standard of 
maintenance and administration to ensure service levels,  
long term durability as well as flexibility during periods of  
growth and change. This Backup and restore service will  
give you an Enterprise Level Backup solution, access to 
Commvault and Azure qualified experts and Proactive 
Management and Testing of Restore capabilities  
throughout the service life-time.

Managed Detection and 
Response
Providing a seamless and scalable SIEM/SOAR 
solution, delivering intelligent security analytics 
and threat intelligence across the enterprise.

Under the Managed Detection and Response service ANS 
seeks to detect threats faster and smarter using AI. The 
platform security and posture provides the opportunity to 
collect data at cloud scale, use analytics to minimise false 
positives and uncover previously undetected threats. It will 
also enable you to hunt suspicious behaviour at scale using  
AI and threat hunting tactics, and respond to incidents 
rapidly using orchestration and automation implemented  
by the ANS SOC. 



Managed DR
Comprehensive support to reduce operational risk 
and ensure that the disaster recovery capability 
can deliver on its requirements if needed.

From support configuring the platform and making changes,  
to testing recovery and reporting on the stability of the 
technology, the service provides you with both peace of mind 
and a 24x7 capability to make sure your business can continue  
to function in the event of unforeseen events and circumstances.



ANS GLASS. 
GLASS is our instant and real-time service 
management portal, designed to give you  
a completely transparent, single view of all  
service transactions.

From incidents and changes to contractual information and 
reporting, the digital interface provides anytime, anywhere 
access. Developed using feedback from our customers, GLASS 
is much more than a traditional ticketing system.



The portal offers a digital and efficient way for you to 
communicate any requests or notifications with ANS,  
allowing you to do the following:

Action incidents and changes

Monitor and track key information about your live projects

Monitor your AWS or Azure environment including month 
to date spend in real time, billing history and cost savings.

Access transparent and detailed contract information

View specific date information such as scheduled changes 
and consultant days in the calendar view

View Cloud Score recommendations as well as current and 
previous scores on a month by month basis



The portal offers a 
digital and efficient  
way for you to 
communicate any 
requests or notifications 
with ANS through a 
single interface.

Access to GLASS

Access to the GLASS portal will be provided during onboarding 
of your ANS Managed Service. At this point you will be asked to 
complete a set of security questions in order to complete your 
account registration.

Should you have any issues when registering or using the portal 
please contact the ANS service desk.

GLASS is also available on iOS and Android devices, enabling you 
to add incidents and changes and view updates on the move.

 
To access our customer portal please go to  
glass.ans.co.uk



Cloud Score. 
Cloud Scocre is our uniue scoring mechanism 
designed to rate your overall cloud health,  
so that you can improve and optimise your  
cloud environment.

Designed to both challenge and educate you to get the best out 
of your cloud environment, Cloud Score works by breaking down 
various elements of your cloud environment, such as application 
on-boarding, tagging, monitoring, and security to give you a 
completely transparent insight into how well your environment 
 is operating.

We’ll start by giving your Cloud environment an initial score along 
with recommendations to help you optimise your environment 
and increase your overall rating so you can start reaping all the 
possible features and benefits of cloud.



Benefits of Cloud Score

Gives you a clearly defined journey for your  
cloud operations

Opens up key conversations regarding your strategy  
and new services

Drives continuous value add across your Managed Service

Ensures we are aligning our recommendations to your 
strategic goals

Gives you access to more regular data

Provides granularity when compared to traditional 
reporting methods



Foundation

We’ll measure your onboard progress and establish 
security, technology and service fundamentals to  
ensure the platform is aligned with best practice.  
We’ll also enable all capabilities within the ANS  
Managed Service through completion of all the tasks  
on the acceptance criteria. 

Advanced

Once the cloud fundamentals are in place, we will 
work with you to optimise the environment. This could 
range from cost efficiency and consumption through to 
advanced services and supporting business goals.  
During this stage we’ll also ensure you cloud is fulfilling 
your strategic drivers.

Native

The native phase means your IT focus can shift from 
operational tasks to delivering business value and 
measuring performance against strategic drivers.  
At this point you’ll be using cloud native technologies 
to build and run scalable services in modern, dynamic 
environments using Agile DevOps processes.

We split Cloud Score into  
3 stages:
To move through each stage, your cloud 
environment will require a pass mark to  
progress onto the next level.



Operational excellence

Running and monitoring systems to deliver business 
value, and continually improving processes and 
procedures. Key topics include automating changes, 
responding to events, and defining standards to 
manage daily operations. 

Security

Protecting information and systems. Key topics  
include confidentiality and integrity of data,  
identifying and managing who can do what with 
privilege management, protecting systems, and 
establishing controls to detect  security events. 

Reliability

Ensuring a workload performs it’s intended function 
correctly and consistently when it is expected to.  
A resilient workload quickly recovers from failures to 
meet business and customer demand. 

Performance efficiency

Using IT and computing resources efficiently. Key 
topics include selecting the right resource types and 
sizes based on workload requirements, monitoring 
performance, and making informed decisions to 
maintain efficiency as business needs evolve.

Cost optimisation

Avoiding unnecessary costs. Key topics include 
controlling and understanding where money is  
being spent, selecting the most appropriate and  
right number of resource types, analysing spend  
over time, and scaling to meet business needs  
without overspending.

Once you move out of the foundation  
stage and move into Advanced and 
Native, you will be presented with 
five key pillars:

01 04

03

02 05



Incident 
management. 
All incidents will be recorded in the ANS service 
desk ITSM system under the incident management 
workflow.

We will record the name of the person reporting the incident,  
the time of the call and any other pertinent information,  
along with criteria for resolution to ensure that the workflow is 
initiated correctly.

Please note that support for customer-initiated business critical 
issues is via telephone only. Unfortunately, we can’t offer any SLAs 
for business-critical issues reported via email.



Logging an incident
We will complete an initial impact assessment on all new 
incidents to determine the number of users/ systems affected 
and establish the commercial impact it will have on your 
environment. Please refer to the next page for the Incident 
Impact Assessment Matrix.

When logging an incident If you require a change to any of your 
contacts, please raise a ticket in GLASS or request this through 
your Service Manager.

Workload/Server/Device/Circuit

Details of symptoms experienced

Details of any recent changes

Impact to the business

Effect on systems or services

Any screenshots, diagnostic data or diagrams  
as necessary

Incident response times may be delayed if the above 
information is not provided.

Named contacts
Our Incident Management service is available to a defined list 
of named contacts with varying levels of authority for incident, 
change and escalation.

Escalation contacts are the relevant stakeholders within your 
organisation that will be informed of the status of any P1 
incidents. During the P1 incident, you will get an automated 
email every hour with an update on the P1. This will be followed 
by regular calls as required during the incident.

If you require a change to any of your contacts, please raise a 
ticket in GLASS or request this through your Service Manager.



Incident handling
Once your incident has been logged with us, it will be managed 
within ANS’ ITSM system in-line with the assigned priority.  
All actions and associated updates are logged throughout the 
incident lifecycle with periodic updates sent to the originator.  
On resolution, the ANS Service Desk will contact the originator 
to confirm authority to close the incident. 

Please note that the ANS Service Desk will make a maximum  
of three attempts to contact the incident originator in order  
to confirm authority to close. If all three attempts to 
make contact are unsuccessful, the incident will be closed 
automatically with a notification sent to the originator via email. 
Please refer to Appendix B of this document for the Incident 
Management workflow.

Criteria for resolution
The criteria for resolution is agreed as part of the impact 
assessment. When the criteria is met, the incident will be marked 
as resolved and we will contact you to confirm the authority to 
close the incident.



Priority definitions
Incident assessment matrix

Affect

Business impact

Minor Moderate Major

System / Service down P3 P2 P1

System / Service affected P4 P3 P2

User down / Affected P5 P4 P3



Priority definitions
 
Priority 1  (P1)

Major incidents ranked as P1 require both parties to commit 
to round-the-clock response times and involvement by all 
necessary and appropriate personnel/systems until a mutually 
agreeable workaround is provided and the priority is no l 
onger considered to be P1. ANS classifies all P1 incidents as 
Major Incidents (MI). Please refer to Appendix C for the ANS  
MI Workflow.

Examples of a P1 incident include: server, site/circuit, node, 
system or cluster is down, unable to serve data, is in a state  
of frequent or repeating crash, panic or hang or is in a state  
of degraded performance sufficient to prevent critical  
business operations.

Priority 2  (P2)

Incidents categorised as a P2 mean we are committed to a 
commercially reasonable effort to provide a workaround and/or 
restore normal operations as quickly as possible during normal 
business hours (9am-5:30pm).

Examples of a P2 incident include: when a server, site/circuit, 
node, system, or cluster is experiencing an infrequent, isolated 
or intermittent crash, panic or hang, or is in a state of degraded 
performance that allows business operations to continue but at 
an inconsistent or less than optimal rate.

 
Priority 3  (P3)

For P3 incidents, we will work towards a viable and mutually 
agreeable workaround or propose an upgrade or replacement 
to mitigate the problem during normal business hours.

Examples of a P3 incident include: workload, application, circuit, 
node etc is experiencing an issue, anomaly or cosmetic defect 
that inflicts little or no business impact.



Priority 4  (P4)

During normal business hours, we will provide advice on whether 
a workaround, upgrade or replacement to mitigate the issue  
is available.

 

Priority 5  (P5)

At this priority level we will provide answers to low priority 
questions during normal business hours.

 

Out of hours service - night watch

We will monitor your infrastructure 24x7x365 from our Secure 
Operations Centre located in our head office in Manchester. We 
operate around the clock to ensure that if a major incident is 
raised (P1), our Technical Engineers are available and equipped 
to react immediately no matter what time of day, or night, you 
experience a critical error.

If you experience an issue that requires escalation outside of our 
usual hours, we have an out of hours Duty Manager that can be 
contacted when needed by calling 0333 014 2999 and selecting 
the option for Duty Manager.



Service level agreements 
(SLAs) and key performance 
indicators (KPIs). 

Please note these are our standard SLAs and we would advise you to refer to your SDD for information on your specific Service Level 
Agreements and Key Performance Indicators.

Business 
impact

Response 
SLA

Specialist 
review

Escalation 
manager

Escalation 
director/ 
vendor

Email 
frequency

Target 
resolution  
KPI

P1 30 minutes 1 hour Immediate Immediate Hourly 4 hours

P2 1 hour 2 hours 4 hours As required GLASS 1 day

P3 4 hours 1 day 2 days As required GLASS 10 days

P4 1 day Never Never As required GLASS 30 days

P5 2 days Never Never As required GLASS None



Problem 
management. 
Our problem management function operates 
alongside our service management, event 
management and service desk teams to ensure  
we can swiftly identify any problems.

We ensure problems are proactively identified using trend 
identification techniques and service management reporting to 
provide added value to your organisation.

A problem may be the cause of one or more incidents, although 
the potential cause is not usually known at the time the problem 
record is created. In order to prevent problems and resulting 
incidents from reoccurring, problems are investigated using a 
variety of methods to determine root cause and effective resolution 
or workaround. Once we’ve identified the root cause, we will then 
document it using the ANS’ Knowledge Management Process.

A known error will be recorded to help reduce the meantime to 
resolution of any future incidents and to accelerate the resolution  
of future problems for other customers.

Problem information will be reported and discussed during a service 
management review meeting with your assigned service manager.



Change 
management. 
Request for change (RFC)

You should submit all change requests using the ANS Request  
for Change Form (RFC) in the GLASS portal. Once we receive  
the RFC one of our Technical Engineers will evaluate the form  
and determine the nature of the change before confirming with 
you. Once you’ve accepted, standard changes will be put forward 
for scheduling whilst normal changes will be submitted for subject 
matter expert (SME) review before Change Advisory Board  
(CAB) approval.

Please refer to Appendix F for full details of the  
ANS Change Workflow.



Standard changes

Standard changes are pre-approved changes that have been 
through the full change management process, including change 
advisory board (CAB) approval at least once. The delivery 
process and detail will be documented and templated within the 
ANS ITSM tool to ensure we can provide a smooth and timely 
delivery of the change. Our team can request a normal change 
to become a standard change by requesting this in the ANS ITSM 
tool which will then reviewed during CAB.

For the latest list, please visit: ans.co.uk/ms-documents

Emergency changes

We consider an emergency change as a change required in 

order to resolve or implement a tactical workaround for a P1 

incident. All emergency changes are subject to approval by 

both the ANS Emergency CAB and your organisation before 

implementation.

An example of an emergency change would be if the operating 

system on a virtual machine has been corrupted and a 

replacement virtual machine needs to be re-provisioned/

restored immediately in order to resolve a P1 Incident.

Please refer to Appendix G for details of the ANS Emergency 

Change flow.

 

Normal changes

Normal Changes are all changes that are not classified as 

standard or emergency. Once a normal change has been 

logged, it will be plotted against the risk matrix and given a 

change request (CR) ranking.



Change advisory board

Our Change Advisory Board meet each Tuesday and Thursday 
during normal business hours. The main objectives of the CAB  
is to catch up on the following since the last CAB meeting:

• Evaluate emergency changes that have been

• implemented

• Review and approve or reject all normal change

• requests logged

• Review all failed and rejected changes

Review standard list of changesstandard or emergency.  
Once a normal change has been logged, it will be plotted  
against the risk matrix and given a change request  
(CR) ranking.

Emergency change advisory board (ECAB)

The emergency CAB is available 24x7 and the board will meet  
as soon as an emergency change is raised. A named contact 
from your organisation must also approve all emergency 
changes before implementation. Once approved, the 
emergency change will be implemented immediately.

Emergency changes are usually a result of a P1 scenario and  
will ultimately help to resolve the problem.



Approval and rejection of changes

When we assess your change request, an ANS engineer will 
agree an implementation date before submitting this to you for 
approval. You will then need to approve the change before it can 
be submitted to CAB. Change notifications and approval actions 
will be accessed through GLASS. You will also have the ability to 
reject a change.

If the CAB review your change request, they will inform 
one of our technical engineers who will proceed with the 
implementation at the agreed schedule.

If the CAB reject the change request, they will give you 
the reasons as to why they’ve made this decision. We may 
recommend you resubmit the change with amendments made 
so that it can be reviewed again at the next CAB meeting.
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Customer success 
architects. 
Our customer success architects (CSA) are designed 
to help guide your business into becoming cloud 
native. You’re dedicated CSA has been assined 
to you to ensure you receive nothing short of an 
exceptional experience when interacting with ANS 
and our technical experts.

Your CSA will review your cloud health on a regular basis to make 
sure your environment is always optimised and you’re making the 
most of your managed service.

They will also help you to:

Identify new opportunities for you to improve your cloud 
service through our cloud health scoring mechanism,  
Cloud Score

Define standards and best practices for delivery and 
management of new technologies in conjunction with the 
Lead DevOps Architect

Review your cloud score and Cloud TAEO to provide 
technical analysis and support



Service 
management. 
High touch service management is provided  
across all ANS’ managed services to provide a 
consistent experience regardless of the services 
consumed. Built upon industry leading tools and 
processes, ANS’ service management is designed  
to enable you to maximise the value of your 
managed service investment.



As part of our robust service management process, we deliver 
regular service reviews. Depending on your preference, service 
review documents are either sent or presented to you to detail  
the service metrics of the operational service during a given  
time frame.

These metrics include:

Trend analysis

Utilisation statistics

Capacity reporting/management*

Release reporting/management*

Performance statistics*

Vendor incident breakdown

Quality issues

SLA management and measurement

Contract renewals

*Where applicable



Your 
responsibilities. 
Depending on whether you’re a managed or 
co-managed customer, there may be differing 
requirements for the maintenance and care of  
your environment and guidelines for the term  
of your service.

To find out more about your specific responsibilities,  
please refer to your service definition document (SDD).

 
Maintenance windows

If you’re undergoing any maintenance work that may affect 
the service we are providing, please send us a notification to 
scheduled.maintenance@ansgroup.co.uk

Additional service charges may occur if you fail to notify us of any 
scheduled maintenance work.

To see ANS’ scheduled maintenance details, please read our 
Terms and Conditions : ans.co.uk/terms-conditions



Enterprise 
monitoring & event 
management. 
Our enterprise monitoring system (EMS0 is  
used for monitoring your infrastructure from  
our secure operations centre (SOC) at our head 
office in Mancheter.

We use LogicMonitor as our SaaS based system which is the only 
fully automated, cloud-based infrastructure monitoring platform 
for enterprise IT and managed service providers. It enables us 
to gain full-stack visibility for networks, cloud, servers, and more 
within one unified view.

 
Enterprise monitoring system

We will deploy Logic Monitor collectors within your cloud 
environment. This enables us to on-board applications and 
deliver runbooks for you to enable access to ANS’ 24x7 CSOC for 
value added Runbook delivery. The collector is there to monitor 
everything that sits under the application. Your application drives 
the requirements of the monitoring via the collector and is not 
there to monitor all VM’s/OS by default, unless you are receiving 
our Managed OS or Patching service.



01  Warning

Warning events include systems or processes that may have 
reached a predefined warning threshold, such as a connection 
bandwidth reaching higher than usual thresholds but is not yet 
impacting on service. Depending on your level of service, the alert 
will be escalated to you, or this may be reviewed and  
assessed within our CSOC to identify if any further preventative 
action is required in order to mitigate possible system impact.

02  Error

An error event could include systems or processes that may have 
reached a predefined error threshold, such as Azure VM backup 
status or storage volume capacity reaching 80%. Depending on 
your level of service, the alert will be escalated to you, or this 
may be reviewed and assessed within our CSOC to identify if 
any further preventative action is required in order to mitigate 
possible system impact.

03  Critical

Examples of a critical event include a system or process that 
has either reached a predefined critical warning level, such as 
resource health availability status reaching 90%, or a system, 
service or device down. Initially we would assess the event to 
make sure it’s related to a genuine alert before initiating the 
incident management process.

Event types: warning, errors  
and critical

Events are categorised depending on their type and criticality. 
Events will be routed via the EMS Dashboard or automated 
phone system. Updates will also come through on our 
wallboards in our Cloud Services Operations Centre. Critical 
events will take an accelerated workflow to make sure their 
urgency and impact are quickly flagged. Depending on the 
service you have in place, we can deliver a bespoke workflow to 
enable you to receive alerts via phone, email or text.

Each event is categorised as one of the three following types:



Additional  
service charges. 
All services may be subject to additional service 
charges if outside of the scope of your service 
definition and / or SLAs:

Here are a few examples of where additional service charges  
will occur. Please note that this list is not exhaustive.

• Normal changes above 2 hours (subject to scope of contract)

• Project work

• Configuration changes not verified by ANS CAB of any support 
assets that subsequently cause an outage or incident to be 
logged

• Unauthorised change of any supporting asset of any  
managed asset

• Remediation of supported asset resulting from any power 
outage

• Logging any non-P1 call out of hours (unless covered within  
the customer service definition document)

• Break-fix only contract customers logging non-hardware P1 
calls out of hours

• Deviation from the agreed scheduled maintenance  
window process

• Remediation of security breaches

• Remediation of customer caused incidents

• Remediation of unauthorised changes by the customer

 
Please refer to your SDD for full details of inclusive services.



Additional service charges. 

Service Charge

Normal business hours (remote support) £250 per hour

Out of hours (remote support) £450 per hour

Normal business hours (onsite L1 engineer support) £300 per hour

Out of hours (onsite L1 engineer support) £500 per hour

Daily rate (onsite consultant) £1250 plus expenses

Bank holidays & weekends rates (onsite consultant) £1875 plus expenses



Appendices.



A |  Escalation. 

• Escalations are 24/7; however, 
steps 3 & 4 are replaced with the 
Duty Manager outside of normal 
business hours.

• Escalations are automated via 
ANS’ ITSM system but can be 
manually triggered as required.

• Escalation paths may be 
expedited depending on  
incident priority.

Level Contact Definition Name Contact Roles /  
responsibilities

1
Service desk 
technical 
engineer

Incident is with the 
service desk

Service desk +44 (0)333 014 2999
All tasks involved with 
incident management

2
Service desk 
team leader

Incident has been 
escalated to squad 
leader, squad leader 
to monitor incident to 
resolution, including 
all P1 incidents.

Squad A 
Squad B 
Squad C 
Squad D

+44 (0)333 014 2999
Can allocate additional 
resource and / or support

3

Service 
manager / 
customer 
success 
manager

Incident has been 
escalated to SM/CSM

CM/ CSM
+44 (0)330 163 600/ 
+44 (0)333 014 2999

Prioritisation/ 
reallocation of additional 
resource. Help to 
manage stakeholder 
communication.

4
Service 
leader

Incident has been 
escalated to service 
lead

Charlie 
Courtney

+44 (0)7825 615240

Manages the service 
management function to 
ensure the right level of 
engagement and activity 
is taking place.

5

Service 
operations 
manager 
/ service 
deliver 
managers

Incident has been 
escalated to service 
operations manager/ 
service delivery 
managers - cloud and 
digital conectivity.

Matt Gorst +44 (0)330 163 600
Manages the service lead 
and technical squad to 
ensure the right level of 
engagement and activity 
is taking place.

Daniel Rebic - 
Connectivity

+44 (0)7540 426018

Tarek Baaziz - 
Could & digital

+44 (0)7867 428210

6
Head of 
managed 
services

Incident is with the 
service desk

Steven Breen +44 (0)330 163 600

Empowered to use all 
resources available to 
ANS. Will discuss incident 
at ANS director level.



B |  Incident management workflow. 



C |  Major incident management workflow. 



D |  Problem management. 



E |  Event management workflow. 



F |  Change management. 



G |  Emergency change. 



Get  
in touch.

Telephone 

0800 953 1537

Email 

hello@ans.co.uk

Address 

1 Archway, Birley Fields, Manchester M15 5QJ


